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Jeff Young wrote:
>
> H Robert,
> We were discussing the ATM ST docunent and we cane away wondering
> about using LANE as a base. | was tasked with discussing with you what
> your insights are for that choice.
Jeff,
| 1 ooked at three choices for ATM ST: AAL5, LANE, and CLIP. Sone of
the criteria included:

1. Can't be an ATMonly solution (i.e. requiring all communicating parties to
be on an ATM only network. That approach hasn't worked for ATMin general
and is not the way ATMis typically depl oyed.

2. Must offer a high-performance solution. Oherw se, what's the point?

This neans that the network adapter nust handl e the performance
critical tasks: credit accounting, direct DVA to/frombuffers, etc.

3. Must address issues of network configuration, address resolution, nam ng,
etc.

Here's a sunmary of the options:

AAL5: For the basic protocol in an ATMonly environnent, this is clearly
the best fit: data and control channels between all participating
entities can be mapped onto ATM VC s. AAL5 provides the required
data integrity with the CRC. ATM hardware is al ready designed around
di spatching on a per-VC basis.

But, does not address interoperability. No real support for nam ng,
addressing, etc. That is, no one uses ATM signalling and ATM addr esses
except to support higher |evel network protocols. This would all have
to be re-invented for ST. W0 is going to invest in this for a niche
protocol ?

LANE: HI PPl - ST | ooks |ike ST over an | EEE 802 network. Ethernet-ST will | ook
i ke ST over an | EEE 802 network. Since LANE nakes an ATM network | ook
li ke an 802 network, ATM ST should fit in just fine. |Issues of discovery,
broadcast, address resolution, configuration, .. are all standardized,

i mpl emrent ed, and depl oyed. Furthernore, bridging to "l egacy" networks
is supported. Today, m xed ATM et hernet/token-ring networks are in
production use. \Wen H PPI-ST arrives, bridging to these networks wll
nost likely follow the sane nodel. The ATM adapter will have to | ook
at the LLC/ SNAP header to distinguish ST packets (as opposed to | ooking
at ATM VC nunber for AAL5), but since the adpater has to process the
ST protocol header in any case, this doesn't seem|ike such a burden.

Mul tiple virtual LAN s can be configured (and are in practice), so ST
traffic will have it's own set of VCs. This will nostly help reduce
software conpl exity.

LANE v1 has only a single VC between entities, but this has been changed
in v2 (approved, will be deployed by the tine ST cones out). Wile LANE
| ooks and sounds like a kludge, in fact, the

performance critical operations have no real overhead.



CLIP: It's pretty clear that one could inplenment ST over IP and soneone will. At
that point, it will run on CLIP. This should be standardi zed, then, as
ST over |P rather that ST over ATMCLIP. This clearly handles the
i nternetworking requirement and the issues of nami ng, config,
address resol ution, etc.

VWhat about a high performance inplenentation? Right now, there is a single
VC per | P address. The network adapter would have to process |P headers,
sendi ng some to the conventional driver for processing by the IP |ayer,
processing sone locally (those with ST as the upper |evel protocol).

You can't tolerate IP fragnentation unless you are going to do IP
reassenbly on the adapter, so MIU s are going to be limted. What

about duplicate and mi ssing packets? What does ST over |P offer

that TCP doesn't?

The connection to other networks is going to be through a router for (CL)IP.
The question is: on the non-ATM side of the network, what is ST going

to run over? One answer is IP. For an ethernet and | ow performance, this
is ok (I"'massuning that the ethernet adapters are not going to inplenent
ST. They are just going to dunp franes to buffers and notify the drivers).
VWhat if the other side is giga-ethernet or H PPl-6400? 1P doesn't nake
sense. So, we would have to convert between 802 style packets and IP
packets. Now, in one port of the router cones an |IP packet. The router
forwards it to another port. But now that output port has to deci de what
to do with the packet. Sone |P packets may very well need to be sent
along as I P packets. Ohers (according to what criteria?) are to be

de- encapsul at ed/ re- assenbl ed?! and sent as HI PPl -6400 nessages with only

a LLC/ SNAP/ ST header. | think I'd rather just build a bridge between
network types of the same "sort" (IEEE 802) than figure this out.

The ATM community is nmoving to LANE/ MPOA (whi ch uses LANE as the underlying
network) and away from CLIP. Besides inertia, the notivations are virtual
LAN s and support for all protocols that run on 802 networks rather than
only protocols that run on IP. O course, IP runs on LANE's all the tine
and wi thout performance penalties (IP appealing to an ethernet driver

or |P appealing to a LANE driver is not so nuch different and is not, in
any case, the big part of the end-to-end path).

> Way not CLIP? (It is the | ETF standard.) Do we see this would be
> used in the LAN or WAN?

ATM ST has a few advant ages:
1. Hardware (adapters, switches) and software at noderate speeds (155-622)

depl oyed now. This advantage will fade over the com ng years for
the LAN case with giga-ethernet's arrival.
2. A wide-area solution: | can actually |ease a high-speed SONET |ine

and hook it up to my ATM switch and blast data froma H PPl -6400
conpute cluster to renpte systens, for exanple. ST is great for
this: the bandw dth-latency product may turn out to be about the
sanme between WAN ATM and LAN HI PPI - 6400.

3. Anore reliable network than legacy LAN' s (we'll see for giga-ether).
Wthout a basically reliable network, mght as well use TCP.

Wth regards to CLIP being an | ETF standard: | personally believe that an | ETF
standard is "worth nore" than ATM Forum standard, all things being equal. And,
I believe that the world, in general, is nmoving to IP rather than 802. This
being said, | don't think all things are equal here: ST is targeted at
reliable, switched LANs. | approached the ATM ST proposal fromthis point

of view and from how best to exploit ATM advant ages.

-- robert

>

> Thanks,

> Jef f



